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1. Introduction

Voice transformation (VT) refers to the various modifications one may apply to human-produced speech (Stylianos, 2009); specifically, VT aims to modify one or more aspects of the speech signal while retaining its linguistic information. Voice conversion (VC) is a special type of VT whose goal is to modify a speech signal uttered by a source speaker to sound as if it were uttered by a target speaker, while keeping the linguistic contents unchanged (Childers et al., 1989). In other words, VC modifies speaker-dependent characteristics of the speech signal, such as spectral and prosodic aspects, in order to modify the perceived speaker identity while keeping the speaker-independent information (linguistic contents) the same. There is also another class of voice transformations called voice morphing where the voices of two speakers are blended to form a virtual third speaker (Cano et al., 2000). VT approaches can be applied to solve related problems, such as changing one emotion into another (Kawanami et al., 2003), improving the intelligibility of speech (Kain et al., 2007), or changing whisper/murmur into speech without modifying speaker identity and linguistic content. For more information regarding applications, please see Section 8. In this work, we will focus on studies pertaining to VC systems, since the majority of important milestones of the VT field have been studied in the VC literature.

An overview of a typical VC system is presented in Fig. 1 (Erro et al., 2010a). In the training phase, the VC system is presented with a set of utterances recorded from the source and target speakers (the training utterances). The speech analysis and mapping feature computation steps encode the speech waveform signal into a representation that allows modification of speech properties. Source and target speakers’ speech segments are aligned (with respect to time) such that segments with similar phonetic content are associated with each other. The mapping or conversion function is trained on these aligned mapping features. In the conversion phase, after computing the mapping features from a new source speaker utterance, the features are converted using the trained conversion function. The speech features are computed from the converted features which are then used to synthesize the converted utterance waveform.

There are various ways to categorize VC methods. One factor is whether they require parallel or non-parallel recordings during their training phase. Parallel recordings are defined as utterances that have the same linguistic content, and only vary in the aspect that needs to be mapped (speaker identity, in the VC case) (Mouchtaris et al., 2004a). A second factor is whether they are text-dependent or text-independent (Sündermann et al., 2004b). Text-dependent approaches require word or phonetic transcriptions along with the recordings. These approaches may require parallel sentences recorded from both source and target speakers. For text-independent approaches, there is no transcription available, therefore these approaches require finding speech segments with similar content before building a conversion function (Sündermann, 2008). A third factor is based on the language that source and target speakers speak. Language-independent or cross-language VC assumes that source and target speakers speak in different languages (Sündermann et al., 2003; Türk, 2007). Because of the differences in languages, some phonetic classes may not correspond to each other, resulting in problems during mapping. To solve this issue, a combination of non-parallel, text-independent approaches can be used. Another important factor for VC cat-
egerization is the amount of the training data that is available. Typically, for larger training data, conversion functions that memorize better are more effective; however, for smaller training data, techniques that generalize better are more preferable.

Some investigators have studied the contributions of several speech features such as of pitch, formant frequencies, spectral envelope and others to speaker individuality (Matsumoto et al., 1973; Kuwabara and Sagisak, 1995). The three most relevant factors were found to be average spectrum, formants, and the average pitch level. As a result, the majority of VC systems aim to modify short-time spectral envelopes and the pitch value. In this study, we present the spectral and prosodic mappings that have been proposed for VC in Sections 5 and 6, respectively. We also review prominent approaches for evaluating the performance of VC systems in Section 7. We then review the different applications that use VC and VT methods in Section 8. Finally, we conclude with reviewing the remaining VC and VT challenges and future directions.

2. Speech features

As shown in Fig. 1, in order to perform voice conversion, analysis/synthesis of the speech signal is necessary. The goal is to extract speech features that allow a good degree of modification with respect to the acoustic properties of speech. Most techniques work on the frame-level (or frame-by-frame), defined as short time segments (~20 ms), in which the length of the frame is chosen so that it satisfies the assumption that the speech signal is stationary (the statistical parameters of the signal over time are fixed) in that frame. The frame can be fixed length throughout the analysis or it can be have a length relative to the pitch periods of the signal (pitch-synchronous analysis).

Speech models can be broadly categorized into source-filter models and signal-based models. In source-filter models, speech is modeled as a combination of a excitation or source signal (representing the vocal cords, not to be confused with the source speaker), and a spectral envelope filter (representing the vocal tract). The model assumes that speech is produced by passing an excitation signal (related to vocal cord movements and frication noise) through the vocal tract (represented by a filter), or, in other words, filtering the excitation signal with the vocal tract filter. The excitation signal and filter are assumed to be independent of each other. Two prominent filter models are commonly used: all-pole and log-spectrum filters. Linear predictive coding (LPC) is an implementation of all-pole models, and mel-log spectrum approximation (MLSA) is an implementation of log-spectrum filters (Imai et al., 1983). SPTK is a publicly available toolkit that provides linear predictive and MLSA analysis/synthesis (Imai et al., 2009). When estimating the spectral envelope, the pitch periods present in the speech signal can show up as harmonics (sharp peaks and valleys) in the spectral envelope. This phenomenon can be problematic when performing any further modifications to the spectrum, since the presence of pitch information in the spectrum will fail the assumption of the independence of source signal and filter. In an attempt to alleviate the interference between signal periodicity and the spectrum, STRAIGHT proposes a pitch-adaptive time-frequency spectral smoothing (Kawahara et al., 1999), which was later extended to TANDEM-STRAIGHT to provide a unified computation of spectrum, fundamental frequency, and aperiodicity (Kawahara et al., 2008). The advantage of a smooth spectrum is that it provides a representation that is easier to model and manipulate. CheapTrick and WORLD propose some improvements over TANDEM-STRAIGHT (Morise, 2015; Morise et al., 2016). The excitation signal can be modeled in various ways. A simple implementation is the pulse/noise model in which the voiced speech segments are modeled using a periodic pulse and the unvoiced speech segments are modeled using noise. More complex excitation signal models such as glottal excitation models (Childers, 1995; Vincent et al., 2007; Del Pozo and Young, 2008; Pozo, 2008; Agiomyrgiannakis and Rosec, 2009), residual signals (Kain and Maccon, 2001; Sündermann et al., 2005; Zhang et al., 2005; Duxants and Bonafonte, 2006; Percbybrooks and Moore, 2008), mixed excitation (Ohtani et al., 2006; Nurminen et al., 2007), and band aperiodicity (Helander et al., 2012; Chen et al., 2016) have been used.

Signal-based analysis/synthesis approaches model the speech signal by not making any restrictive assumptions (such as the independence of source signal and filter); hence they usually have higher quality. The downside is that they are less flexible for modification. A simple analysis/synthesis technique is pitch-synchronous overlap-add (PSOLA) (Moulins and Charpentier, 1990). PSOLA uses varying frame sizes related to the fundamental frequency ($F_0$) to create short frames of the signal, keeping the signal in time-domain. PSOLA allows for prosodic transformations of pitch and duration. Linear Predictive PSOLA adds the ability to perform simple vocal tract modifications (Valbret et al., 1992a). Harmonic plus noise models (HNM) assume that the speech signal can be decomposed into harmonics (sinusoids with frequencies relevant to pitch). HNMs generate high quality speech but they are not as flexible as source-filter models for modification, mainly because of the difficulty of dealing with phase (Stylianou, 1996). AHOCODER is a publicly available toolkit that provides high-quality HNM synthesis (Erro et al., 2011). Speech signals can also be represented as a sum of non-stationary modulated sinusoids; this has shown to significantly improve the synthesized speech quality in low-resource settings (Agiomyrgiannakis, 2015).
3. Mapping features

One might directly use speech analysis output features for training the mapping function. More commonly, the speech features are further processed to allow better representation of speech. As shown in Fig. 1, following the speech analysis step, the mapping features are computed from the speech features. The aim is to obtain representations that allow for more effective manipulation of the acoustic properties of speech.

3.1. Local features

Local features represent speech in short-time segments. The following features are commonly utilized to represent local spectral features:

Spectral envelope: the logarithm of the magnitude spectrum can be used directly for representing the spectrum. Because of the high dimensionality of these parameters, more constrained VC mapping functions are commonly used (Valbret et al., 1992a; Südermann et al., 2003; Mohammadi and Kain, 2013). The frequency scale can be warped to Mel- or Bark-scale, which are frequency scales that emphasize perceptually relevant information. Recently, due to the prevalence of neural network techniques and their ability to handle high-dimensional data, these features are becoming more popular. Spectral parameters have high inter-correlation.

Cepstrum: a spectral envelope can be represented in the cepstral domain using a finite number of coefficients computed by the Discrete Cosine Transform of the log-spectrum. Commonly, mel-cepstrum is used in the literature (Inai, 1983). Mel-cepstrum (MCEP) is a more commonly used variation. Cepstral parameters have low inter-correlation.

Line spectral frequencies (LSF): manipulating LPC coefficients may cause unstable filters, which is the reason that usually LSF coefficients are used for modification. LSFs are more related to frequency (and formant structure), and they also have better quantization and interpolation properties (Paliwal, 1995). These properties make them more appropriate when statistical methods are used (Kain, 2001). LSF parameters have high inter-correlation. These parameters are also known as Line spectral pairs (LSP).

Formants: formant frequencies and bandwidths can be used to represent a simplified version of the spectrum (Mizuno and Abe, 1995; Zolfaghari and Robinson, 1997; Rentzos et al., 2003; Godoy et al., 2010b). They represent spectral features which are of high importance to speaker identity; however, because of their compact nature, they can result in low speech quality during more complex acoustic events.

The local pitch features are typically represented by \( F_0 \), or alternatively by logarithm of \( F_0 \) which is considered to be more perceptually relevant.

3.2. Contextual features

Most of the mapping functions assume frame-by-frame processing. Human speech is highly dynamic over longer segments and the frame-by-frame assumption restricts the modeling power of the mapping function. Ideally, speech segments with similar static features but different dynamic features should not be treated the same. Techniques that add contextual information to the features are proposed: appending multiple frames, appending delta (and delta-delta) features, and event-based encodings. Appending multiple frames forms a new super-vector feature (Wu et al., 2013; Chen et al., 2014a; Mohammadi and Kain, 2015) on which the mapping function is trained. This new multi-frame feature would allow the mapping function to capture the transitions within the short (but longer than a single frame) segments, since the number of neighboring frames that are appended is chosen in a way that meaningful transitional information is present within the segment. In another approach, appending delta and delta-delta features has been proposed (Furui, 1986); this allows the mapping function to also consider the dynamic information in the training phase (Duxans et al., 2004). Moreover, during computing speech features from the converted features, this dynamic information can be utilized to generate a local feature trajectory that considers both static and dynamic information (Toda et al., 2007a). Event-based approaches decompose local feature sequence into event targets and event transitions to effectively model the speech transition. Temporal decomposition (TD) decomposes local feature sequence into event targets and event functions (Nguyen and Akagi, 2007; 2008; Nguyen, 2009). The event functions connect the event targets through time. Similarly, Asynchronous interpolation model (AIM) proposes to encode local feature sequence by a set of basis vectors and connection weights (Kain and van Santen, 2007). The connection weights connect the basis vectors through time to model feature transition. The main difficulty with the event-based approaches is to correctly identify event locations in the sequence. Analogous to spectral parameterization, contextual information can be added to the local pitch features as well. More meaningful speech units such as syllables can be considered to encode contextual information. We present pitch parametrization and mapping approaches in more detail in Section 6.

In addition to these techniques that explicitly encode the speech dynamics, some mapping functions implicitly model dynamics from a local feature sequence. Examples of these implicit dynamic models are hidden Markov models (HMMs) and recurrent neural networks (RNNs). These models typically encompass a concept of state. The state that the model is currently in is determined by the previously seen samples in the sequence, hence allowing the model to capture context. We will mention these approaches at the end of their relevant spectral mapping subsections in Section 5.

4. Time-alignment

As shown in Fig. 1, VC techniques commonly utilize parallel source-target feature vectors for training the mapping function between source and target features. The most common approach uses recordings of a set of parallel sentences (sentences including the same linguistic contents) from both source and target speakers. However, the source and target speakers are likely to have different-length recordings, and have dissimilar phoneme durations within the utterance as well. Therefore, a time-alignment approach must be used to address the temporal differences. Manual or automatic phoneme transcriptions can be utilized for time alignment. Most often, a dynamic time warping (DTW) algorithm is used to compute the best time alignment between each utterance pair (Abe et al., 1988; Kain and Macon, 1998a), or within each phoneme pair. The final product of this step is a pair of source and target feature sequences of equal length. The DTW alignment strategy assumes that the same phonemes of the speakers have similar features (when using a particular distance measure). This assumption however is not always true and might result in sub-optimal alignments, since the speech features are typically not speaker-independent. For improving the alignment output, one can iteratively perform the alignment between the target features and the converted features (instead of source features), followed by training and conversion, until a convergence condition is satisfied. There are various methods that perform time alignment in different conditions, depending on the availability of parallel
Table 1: Overview of time-alignment methods for VC.

<table>
<thead>
<tr>
<th>Method</th>
<th>Parallel recording</th>
<th>Phonetic transcription</th>
<th>Cross-language</th>
<th>Implicit in training</th>
</tr>
</thead>
<tbody>
<tr>
<td>DTW (Abe et al., 1988)</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>DTW including phonetics (Kain and Macon, 1998a)</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>Forced alignment (Arslan and Talkin, 1998; Ye and Young, 2006)</td>
<td>yes</td>
<td>Forced alignment</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>Time sequence matching (Nakaku et al., 2007)</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>TTS with same duration (Duxans et al., 2006; Wu et al., 2006)</td>
<td>no</td>
<td>yes</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>ASR-TTS with same duration (Ye and Young, 2004; Tao et al., 2010)</td>
<td>no</td>
<td>ASR</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>Model alignment (Zhang et al., 2008)</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Unit-selection alignment (Arslan and Talkin, 1998; Sündermann and Ney, 2003; Erro and Moreno, 2007a; Sündermann et al., 2004a)</td>
<td>no</td>
<td>yes</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>Iterative (INCA) (Erro and Moreno, 2007a; Erro et al., 2010a)</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>Unit-selection VC (Sündermann et al., 2006a, c)</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Model adaptation (Mouchtaris et al., 2006; Lee and Wu, 2006)</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>yes</td>
</tr>
</tbody>
</table>

recordings, the availability of phonetic transcription, the language of the recordings, and whether the alignment is implicit in training or is performed separately. An overview of some time-alignment methods is given in Table 1.

More complicated approaches are required for non-parallel alignment. One set of alignment methods use transcribed, non-parallel recordings for training purposes. For alignment, a unit-selection text-to-speech (TTS) system can be used to synthesize the same sentences for both source and target speakers (Duxans et al., 2006). The resulting speech is completely aligned, since the duration of the phrases can be specified to the TTS system beforehand (Wu et al., 2006). These approaches usually require a relatively large number of training utterances and they are usually more suited for adapting an already trained parametric TTS system to new speakers/styles. These approaches, however, are text-dependent. For text-independent, non-parallel alignment, a unit-selection approach that selects units based on input source features is proposed to select the best-matching source-target feature pairs (Sündermann et al., 2006a). The INCA algorithm (Erro and Moreno, 2007a; Erro et al., 2010a) iteratively finds the best feature pairs between the converted source and the target utterances using a nearest neighbors algorithm, and then trains the conversion on those pairs. This process is iterated until the converted source converges and stops changing significantly.

Researchers have studied the impact of frame alignment on VC performance, specifically the situation where one frame aligns with multiple other frames (hence making the source-target feature relationship not one-to-one), and approaches to reduce the resulting effects were proposed (Mouchtaris et al., 2007; Helander et al., 2008b; Codoy et al., 2009); notably, some studies suggested to filter out the source-target training pairs that are unreliable, based on a confidence measure (Turk and Arslan, 2006; Rao et al., 2016).

5. Spectral modeling

This section discusses the mappings that are used for VC task to learn the associations between the spectral mapping features. We assume that the mapping features are aligned using one of the techniques described in Section 4. In addition, we assume that the training source and target speaker features are sequences of length \( N \) represented by \( X^{\text{train}} = [x_1^{\text{train}}, \ldots, x_N^{\text{train}}] \) and \( Y^{\text{train}} = [y_1^{\text{train}}, \ldots, y_N^{\text{train}}] \), respectively, where each element is a D-dimensional vector \( X = (x_1, \ldots, x_D) \). Each element of the sequence represents the feature computed in a certain frame, where the features can be any of the mapping features described in Section 3. The goal is to build a feature mapping function \( \mathcal{F}(X) \) that maps the source feature sequence to be more similar the target speaker feature sequence, as shown in Eq. (1). At conversion time, an unseen source feature \( X = [x_1, \ldots, x_{N^{\text{test}}} \] of length \( N^{\text{test}} \) will be passed to the function in order to predict target features, \( \hat{Y} = \mathcal{F}(X) \).

Traditionally we assume that the mappings are performed frame-by-frame, meaning that each frame is mapped independent of other frames, \( \hat{Y} = \mathcal{F}(X) \).

However, more recent models consider more context to go beyond frame-by-frame mapping, which are mentioned at the end of their relevant subsections.

In Fig. 2, we devise a toy example to show the performance of some conversion techniques. We utilize 40 sentences from a male (source) and a female (target) speaker from the Voice Conversion Challenge corpus (refer to Section 7). We extract 24th-order MCEP features and use principal component analysis (PCA) on both speaker’s data to reduce the dimensionality to two for easier two-dimensional visualization. The yellow and green dots represent source and target training features. The input data, represented as magenta, is a grid over the source data distribution in the top row, and the feature sequence of a word uttered by the source speaker (excluded from the training data) in the bottom row. The original target and converted features are represented as blue and red, respectively.

5.1. Codebook mapping

Vector quantization (VQ) can be used to reduce the number of source-target pairs in an optimized way (Abe et al., 1988). This approach creates \( M \) code vectors based on hard clustering using vector quantization on source and target features separately. These code vectors are represented as \( c_{m}^{s} \) and \( c_{m}^{t} \) for source and target speakers, for \( m = [1, \ldots, M] \). At conversion time, the closest centroid vector of the source codebook is found and the corresponding target codebook is selected

\[
\mathcal{F}_{\text{VQ}}(X) = c_{m}^{t},
\]

where \( m = \arg_{m=1,M} \min d(c_{m}^{s}, x) \). The VQ approach is compact and covers the acoustic space appropriately since a clustering approach is used to determine the codebook. However, this simple approach still has the disadvantage of generating discontinuous feature sequences. This phenomenon can be solved by using a large \( M \) but this requires a large amount of parallel-sentence utterances. The quantization error can be reduced by using a fuzzy VQ, which uses soft clustering (Shikano et al., 1991; Arslan and Talkin, 1997; Turk and Arslan, 2006). For an incoming new source mapping feature, a continuous weight \( w_{m}^{s} \) is computed for each codebook based on a weight function. The mapped feature is calculated as a weighted sum of the centroid vectors

\[
\mathcal{F}_{\text{fuzzy VQ}}(X) = \sum_{m=1}^{M} w_{m}^{s} c_{m}^{t},
\]
where \( w_m^x = \text{weight}(c_m^x, x) \). This weight function can be computed using various methods, including Euclidian distance (Shikano et al., 1991), phonetic information (Shuang et al., 2004), exponential decay (Arslan, 1999), vector field smoothing (Hashimoto and Higuchi, 1995), and statistical approaches (Lee, 2007). Simple VQ is a special case of fuzzy-VQ in which only one of the vectors is assigned the weight value of one, and the rest have zero contribution.

Alternatively, to allow the model to capture more variability and reduce quantization error, a difference vector between the source and target centroids can be stored as codebook (VQ-DIFF) and added to the incoming mapping feature (Matsumoto and Yamashita, 1993)

\[
\mathcal{F}_{\text{VQ-DIFF}}(x) = x + (c_m^x - c_m^{x_0}).
\]  

Similar to fuzzy-VQ, a soft-clustering extension can be applied. For associating the source and target codebook vectors, the joint-density (JD) can be modeled, in which the source and target vectors are first stacked and then the joint codebook vectors are estimated using the clustering algorithm. As a result, the computed source-target codebook vectors will be associated together. In Fig. 2b and c JDVQ and JDVQ-DIFF conversions are applied to the toy example data. As can be seen in the figure, the JDVQ-DIFF is able to generate samples that were not present in the target training data, however, JDVQ can not make this extrapolation. JDVQ exhibits high quantization error. Both JDVQ and JDVQ-DIFF are prone to generating discontinuous feature sequences.

5.2. Mixture of linear mappings

Valbret et al. (1992a) proposed to use linear multivariate regression (LMR) for each code vector. In this approach, the linear transformation is calculated based on a hard clustering of the source speaker space

\[
\mathcal{F}_{\text{LMR}}(x) = A_m x + b_m,
\]

where \( m = \arg_{m=1, M} \min \{d(c_m^x, x)\} \) and \( A_m \) and \( b_m \) are regression parameters. This method, however, suffers from discontinuities in the output when the clusters change between neighboring frames. To solve this issue, an idea similar to fuzzy-VQ is proposed, but for linear regression. The previous equation then changes to

\[
\mathcal{F}_{\text{weighted LMR}}(x) = \sum_{m=1}^{M} w_m^x (A_m x + b_m),
\]  

where \( w_m^x = \text{weight}(c_m^x, x) \). Various approaches have been proposed to estimate the parameters of the mapping function. Kain and Macon (1998a) proposed to estimate the joint density of the source-target mapping feature vectors in an approach called joint-density Gaussian mixture model (JDGMM). A joint feature vector \( z = [x, y]^{\top} \) is created, and a Gaussian mixture model (GMM) is fit to the joint data. The parameters of the weighted linear mapping are estimated as

\[
A_m = \Sigma_m^{xy} \Sigma_m^{-1} - \mu_m^{x} - \mu_m^{y}, \quad w_m^x = P(m|x) \text{new},
\]  

where \( \Sigma_m^{xy}, \Sigma_m, \mu_m^{x}, \mu_m^{y}, \) and \( P(m|x) \) are the \( m \)th training cross-covariance matrix, source covariance matrix, source mean vector, target mean vector, and conditional probability of cluster \( m \) given input \( x \), respectively. Stylianou et al. (1998) proposed a similar formulation as Eq. (7), however the GMM mixture components are estimated on source feature vectors only, rather than the joint feature vectors. Additionally, instead of computing the cross-covariance matrix and the target means directly from the joint data, they are computed by solving a matrix equations to minimize the least squares via

\[
A_m = \Gamma_m \Sigma_m - \mu_m^{x}, \quad b_m = v - A_m \mu_m^{x}, \quad w_m^x = P(m|x) \text{new},
\]  

where \( \Gamma \) and \( v \) are the mapping function parameters which are estimated by solving a least squares optimization problem. In the case of JDGMM, \( \Gamma = \Sigma_m^{xy} \) and \( v = \mu_m^{y} \), which are computed from the joint distribution. JDGMM has the advantage of considering both the source and the target space during training, giving opportunity for more judicious allocation of individual components. Furthermore, the parameters of the conversion function can be directly estimated from the joint GMM and thus a potentially very large matrix inversion problem can be avoided. The derivation of the mapping function parameters are derived similar to Eq. (8).

GMM approaches are compared in (Mesbah et al., 2007a). In Fig. 2d and e, the JDGMM conversion for \( M = 8 \) with diagonal covariance and \( M = 4 \) with full covariance matrices are applied to the toy example data, respectively. Both approaches result in smoother
trajectories compared to JDVQ methods. The full covariance matrix seems to capture the distribution of the target speaker better.

One major disadvantage of GMMs is the requirement of computing covariance matrices (Mesbah et al., 2007a). If we assume a full covariance matrix, the number of parameters is on the order of \( m^2 \) multiplied by the square of the dimension of the features. If we do not have sufficient data (which is usually the case in VC), the estimation might result in over-fitting. To overcome this issue, diagonal covariance matrices are commonly used in the literature. Due to the assumption of independence between the individual vector components, diagonal matrices might not be appropriate for some mapping features such as LSFs or the raw spectrum. To propose a middle ground between diagonal and full covariance matrices, some studies use a mixture of factor analyzers, which assumes that the covariance structure of the high-dimensional data can be represented using a small number of latent variables (Uto et al., 2006). There also exists an extension of this approach that utilizes non-parallel a priori data (Wu et al., 2012). Another study proposes to use partial least squares (PLS) regression in the transformation (Helander et al., 2010b). PLS is a technique that combines principles from principal component analysis (PCA) and multivariate regression (MLR), and is most useful in cases where the feature dimensionality of \( x^{\text{train}} \) and \( x^{\text{test}} \) is high and the features exhibit multicollinearity. The underlying assumption of PLS is that the observed variable \( x^{\text{train}} \) is generated by a small number of latent variables \( r \), which explain most of the variation in the target \( y^{\text{test}} \). In other words \( x^{\text{train}} = Qr + e^{x}_r \) and \( y^{\text{test}} = Pr + e^{y}_r \), where \( Q \) and \( P \) are the specific transformation matrices and \( e^{x}_r \) and \( e^{y}_r \) are residual terms. Solving \( Q \) and \( P \), and extending the model to handle multiple weighted regressions, result in the computation of regression parameters \( A_m \) and \( b_m \) and \( w_m \), as detailed in (Helander et al., 2010b). The approach is later extended to use kernels and dynamic information, in order to capture non-linear relationships and time-dependencies (Helander et al., 2012).

Various other approaches to estimate regression parameters have been proposed. In the Bag of Gaussian model (BCM) (Qiao et al., 2011), two types of distributions are present. The basic distributions are GMMs, but the approach also uses some complex distributions to handle the samples that are far from the center of their distribution. Other approaches based on Radial Basis Functions (RBFs) (Watanabe et al., 2002; Nirmal et al., 2013) and Support vector regression (SVR) (Laskar et al., 2009; Song et al., 2011) have also been proposed; these use non-linear kernels (such as Gaussian or polynomial) to transform the source mapping features to a high-dimensional space, followed by one linear mapping in that space. Finally, some approaches are physically motivated mappings (Ye and Young, 2003; Zorillà et al., 2012) and local linear transformations (Popa et al., 2012).

One effect of over-fitting, mentioned earlier, is the presence of discontinuity in the generated features. For example, if the number of parameters is high, the converted feature sequence might be discontinuous. For solving this phenomenon, post-filtering of the posterior probabilities (Chen et al., 2003) or the generated features themselves (Toda et al., 2007a; Helander et al., 2010b) have been proposed. Another known effect of GMM-based mappings is generating speech with a muffled quality. This is due to averaging features that are not fully interpolable, which results in wide formant bandwidths in the converted spectra. For example, LSFS vectors can use different vector components to track the same formant, and thus averaging across such vectors produces vectors that do not represent realistic speech. This problem is also known as over-smoothing, since the converted spectral envelopes are typically smoothed to a degree where important spectral details become lost. The problem can be seen in Fig. 2c where the predicted samples fall well within the probability distribution of the target features and fail to move to the edges of the distribution, thus failing to capture the variability of the target features. To solve this issue, some studies have proposed to post-process the converted features. A selection of post-processing techniques is given in Table 2.

Another framework for solving the VC problem is to view it as a noisy channel model (Saito et al., 2012). In this framework, the output is computed from the conditional maximum-likelihood \( \mathcal{F}_{\text{noisy-channel}}(x) = \arg \max_{y} P(y|x) \), where the conditional probability is defined using Bayes’ rule \( P(y|x) = P(x|y)P(y) \). The conditional probability \( P(x|y) \) represents the channel properties and is trained on the parallel source-target data, whereas \( P(y) \) represents the target properties and is trained on the non-parallel target speaker data. Finally, the problem reduces to decoding of the target features given the observed features, the channel properties, and the target properties. In another framework, the idea of separating style from content is explored using bilinear models (Popa et al., 2009; 2011). For the VC task, style is the speaker identity and content is the linguistic content of the sentence. In this method, two linear mappings are performed, one for style and one for content. During conversion, the speaker identity information of the input utterance is replaced with the target speaker identity information computed during training.

In order to better model dynamics of speech, various approaches such as HMMs have been proposed (Kim et al., 1997; Duxans et al., 2004; Yue et al., 2008; Zhang et al., 2009). These approaches consider some context when decoding the HMM states but the final conversion is usually performed frame-by-frame. Another approach is to append dynamic features (delta and delta-delta, i.e. velocity and acceleration, respectively (Furui, 1986)) to the static features (Duxans et al., 2004), as described in Section 3. A very prominent approach called maximum likelihood parameter generation (MLP) (Tokuda et al., 1995) has been used for generating feature trajectories using dynamic features (Toda et al., 2007a). MLP can be used as a post-processing step of a JDCMM mapping. It generates a sequence with maximum likelihood criterion given the static features, the dynamic features, and the variance of the features. This approach is usually coupled with GV to increase the variance of the generated feature sequence. Ideally, MLP needs to consider the entire trajectory of an utterance to generate the target feature sequence. This property is not desirable for real-time applications. Low-delay parameter generation algorithms without GV (Muramatsu et al., 2008) and with GV (Toda et al., 2012a) have also been proposed. Recently, considering the modulation spectrum of the converted feature trajectory (as a feature correlated with over-smoothing) has been proposed, which resulted in significant quality improvements (Takami et al., 2015). Incorporating parameter generation into the training phase itself has also been studied (Zen et al., 2011; Erro et al., 2016).

5.3. Neural network mapping

Another group of VC mapping approaches use artificial neural networks (ANNs). ANNs consist of multiple layers, each performing a (usually non-linear) mapping of the type \( y = f(Wx + b) \) where \( f(\cdot) \) is called the activation function that can be implemented as a sigmoid, tangent hyperbolic, rectified linear units, or linear function. A shallow (two-layered) ANN mapping can be defined as

\[
F_{\text{ANN}}(x) = f_2(W_2f_1(W_1x + b_1) + b_2),
\]

where \( W, b, \) and \( f \) represent the weight, bias and activation function for the ith layer, respectively. ANNS with more than two layers are typically called deep neural networks (DNNs) in the literature. The input and output size are usually fixed depending on the application. (For VC, the input and output size are the source and target mapping feature dimensions.) However, the size of the middle layer and activation function are chosen depending on the experiment and data distributions. The first layer activation function
is almost always non-linear and the activation function of the last layer is linear or non-linear, depending on the design. If the last layer is linear, the ANN approach can be viewed as an LMR approach, with the difference that the linear regression is applied on a data space that is mapped non-linearly from the mapping feature space, and not directly on the mapping features (similar to RBF and SVR). The weights and biases can be estimated by minimizing an objective function, such as mean squared error, perceptual error (Valentini-Botinhao et al., 2015), or sequence error (Xie et al., 2014a).

ANNs are a very powerful tool, but the training and network design is where most care needs to be exercised since the training can easily get stuck in local minima. In general, both GMMs and ANNs are universal approximators (Titterington et al., 1985; Horiiik et al., 1989). The non-linearity in GMMs stems from forming the posterior-probability-weighted sum of class-based linear transformations. The non-linearity in ANNs is due to non-linear activation functions. Laskar et al. (2012) compare ANN and GMM approaches in the VC framework in more detail. In Fig. 2f, the ANN conversion for a hidden layer of size 16 is applied to the toy example data. The ANN trajectory is performing similar to JGMM with full covariance matrix, which is expected since both are universal approximators.

The very first attempt for using ANNs utilized formant frequencies as mapping features (Narendranath et al., 1995), i.e., the source speaker’s formant frequencies were transformed towards target speaker’s formant frequencies using a GMM followed by a formant synthesizer. Later, Makk et al. (2007) successfully mapped a compact representation of speech features using ANNs. A more typical approach used a three-layered ANN to map mel-cepstral features directly (Desai et al., 2010). Various other ANN architectures have been used for VC (Ramos, 2016): Feedforward architectures (Desai et al., 2010; Azarov et al., 2013; Liu et al., 2014; Mohammadi and Kain, 2014; Nirmal et al., 2014), restricted Boltzmann machines (RBMs) and their variations (Chen et al., 2013; Wu et al., 2013a; Nakashina et al., 2015a), joint architectures (Chen et al., 2013; Mohammadi and Kain, 2015; 2016), and recurrent architectures (Nakashina et al., 2015b; Sun et al., 2015).

Traditionally, DNN weights are initialized randomly; however, it has been shown in the literature that deep architectures do not converge well due to a vanishing gradient and the likelihood of getting stuck in a local minimum solution (Glorot and Bengio, 2010). A regularization technique is typically used to solve this issue. One solution is pre-training the network. DNN training converges faster and to a better-performing solution if their initial parameter values are set via pre-training instead of random initialization (Erhan et al., 2010). This especially important for the VC task since the amount of training data is typically smaller compared to other tasks such as ASR or TTS. Stacked RBMs are used to build speaker-dependent representations of cepstral features for source and target speakers before DNN training (Nakashina et al., 2013; 2014b; 2015c). Similarly, layer-wise generative pre-training using RBMs for VC has been proposed (Chen et al., 2014a; 2014b). Mohammadi and Kain (2014) proposed a speaker-independent pre-training of the DNN using multiple speakers other than source and target speakers using de-noising stacked autoencoders. This approach is later extended to use speakers that sound similar to source and target speakers to pre-train the DNN using joint-autoencoders (Mohammadi and Kain, 2015). In a related study, using multiple speakers as source for training the DNN was proposed (Liu et al., 2015). Alternatively, other techniques such as dropout (Srivastava et al., 2014) and using rectified linear units (Glorot et al., 2011) have shown to be successful.

For capturing more context, Xie et al. (2014a) proposed a sequence error minimization instead of a frame error minimization to train a neural network. The architecture of RNNs allows the network to learn patterns over time. They implicitly model temporal behavior by considering the previous hidden layer state in addition to the current frame (Nakashina et al., 2014a; 2015b; Sun et al., 2015; Ming et al., 2016).

5.4. Dictionary mapping

One of the simplest mapping functions is a look-up table that has source features as entry keys and target features as entry values. For an incoming feature, the function will look up to find the most similar key based on a distance criterion, e.g., an objective distortion measure $d(\cdot)$ similar to one described in Section 7.1. In other words, it will look for the nearest neighbor of the incoming source feature and select its corresponding entry value $F_{\text{lookup}}(x) = y_{t_{\text{train}}}^\text{train}$.

\begin{equation}
    F_{\text{lookup}}(x) = y_{t_{\text{train}}}^\text{train},
\end{equation}

where $t = \arg\min_{1 \leq t \leq T} d(x_{t_{\text{train}}}^\text{train}, x)$. A major concern is that the similarity of the source feature does not necessarily guarantee similarity in neighboring target features. This phenomenon will cause discontinuities between the generated target parameter sequence. One approach to overcome the discontinuity of the target feature sequence is to assign a weight to all target feature vectors (computed based on the new source feature vector), which will generate a smoother feature sequence. This category of approaches is called exemplar-based VC in the literature (Wu et al., 2014b; Aihara et al., 2014a; Wu et al., 2014a; Aihara et al., 2014b) and the mapping function is given by

\begin{equation}
    F_{\text{exemplar}}(x) = \sum_{t=1}^{T} w_{t}^\text{train} y_{t_{\text{train}}}^\text{train},
\end{equation}

with $w_{t}^\text{train} = \omega(x_{t_{\text{train}}}^\text{train}, x)$, where $\omega(\cdot)$ can potentially be any distortion measure. A generic objective distortion measure might result in over-smoothing, since many frames may be assigned non-zero weights and will thus be averaged (unless the mapping features are completely interpolable). Commonly, non-negative matrix factorization (NMF) techniques have been used to compute sparse weights. The goal of NMF is to compute an activation matrix $H$.
which represents how well we can reconstruct \( x \) by a non-negative weighted addition of all \( \mathbf{X}_{\text{train}} \) vectors, such that \( \mathbf{X} = \mathbf{X}_{\text{train}} \mathbf{H} \). The activation matrix \( \mathbf{H} \) is calculated iteratively (Wu et al., 2014b), NMF computes a non-negative weight for each entry in the table, which results in the mapping function

\[
\mathcal{F}_{\text{NMF}}(\mathbf{X}) = \mathbf{Y}_{\text{train}} \mathbf{H}.
\]

This relatively sparse weighting over all vectors results in smooth generated feature sequences while reducing over-smoothing. This approach however has the disadvantage of computational complexity, which might not be suitable for some applications. To address this issue, computing the activation matrix in a more compact dimension has been proposed (Wu et al., 2014b). The NMF methods are also inherently well-suited for noisy environments (Takashima et al., 2012; 2013; Masaka et al., 2014). Several other extensions of NMF approaches have been proposed, such as mapping the activation matrix (Aihara et al., 2015), many-to-many VC (Aihara et al., 2015), including contextual information (Wu et al., 2013c; 2014b; Benisty et al., 2014), and local linear embeddings (Wu et al., 2016).

Another approach to combat discontinuities in the generated features is to take the similarity of the target feature sequence into consideration by using a unit-selection (US) paradigm. US approaches make use of a target cost (similar to a table look-up distortion measure) and a concatenation cost (to ensure the neighboring target features are most similar to each other). Since the units are frames, this method is also referred to as frame-selection (FS). The goal is to find the best sequence of indices of training target vectors \( S = [s_1, \ldots, s_L] \) which minimizes the following cost function (Salor and Demirekler, 2006; Uriz et al., 2008; Lee, 2014):

\[
\mathcal{J}_{\text{FS}}(\mathbf{X}) = \min_{\mathbf{x}_{\text{new}}} \sum_{n=1}^{N_{\text{sec}}} \alpha \cdot \text{target}(\mathbf{x}_n, \mathbf{x}_{\text{new}}) + (1 - \alpha) \cdot \text{concatenation}(\mathbf{y}_n, \mathbf{y}_{\text{new}}),
\]

where \( \alpha \) is used for adjusting the tradeoff between fitting accuracy and the spectral continuity criterion. Since there is an exponential number of permutation of index sequences, a dynamic programming approach such as Viterbi is used to find the optimal target sequence. This can be used for aligning frames before any other type of training, or directly used as a mapping function.

The US/FS approach can be adjusted to create text-independent, non-parallel VC systems (Sündermann et al., 2006a, c). In this variation, a vector \( \mathbf{x}_{\text{cmp}} \) is compared to a target training vector in the dictionary to compute the target cost

\[
\mathcal{J}_{\text{US}}(\mathbf{X}) = \min_{\mathbf{x}_{\text{cmp}}} \sum_{n=1}^{N_{\text{sec}}} \alpha \cdot \text{target}(\mathbf{y}_n, \mathbf{x}_{\text{cmp}}) + (1 - \alpha) \cdot \text{concatenation}(\mathbf{y}_n, \mathbf{y}_{\text{new}}),
\]

where \( \mathbf{x}_{\text{cmp}} \) is either the input source vector (in the absence of any parallel data) (Sündermann et al., 2006a) or a naive conversion to target (in the presence of real or artificial parallel data) (Dutoit et al., 2007). As mentioned in Section 4, these techniques can be used for parallelizing the training data as well.

Combinations and variants of US/FS approaches combined with other mapping approaches have been proposed, such as: dictionary mapping (Fuji et al., 2007), codebook mapping (Kim et al., 1997; Eslami et al., 2011), frequency warping (Shuang et al., 2008; Uriz et al., 2009a), GMM mapping (Duxans et al., 2004), segmental GMM (Gu and Tsai, 2014), k-histogram (Uriz et al., 2009b), exemplar-based VC (Wu et al., 2013c), and grid-based approximation (Benisty et al., 2014). These approaches have some limitations, specifically they can generate discontinuous features. Helander et al. (2007) studied the coverage of speech features when using FS as a mapping for VC, and concluded that a small number of training utterances (which is typical in VC tasks) is not adequate for representing the speaker space.

5.5. Frequency warping mappings

The estimation of linear regression parameters described in Section 5.2 is typically unconstrained; this can lead to over-fitting. There exist a class of constrained mapping methods which are physically motivated (Zorilá et al., 2012). One common motivation is that two different speakers have different formant frequencies and bandwidths, and different energies in each frequency band. Thus, for conversion, a constrained mapping only allows manipulation of formant location/bandwidths and energy in certain frequency bands. This reduces over-fitting, while allowing the use of high-dimensional mapping features, which is beneficial since vocoders that utilize high-dimensional speech features (e.g. harmonic vocoders) usually have higher speech quality compared to more compact vocoders (e.g. LSF vocoders). The motivation behind the frequency warping (FW) methods is that a mapping of a source speaker spectrum to a target speaker spectrum can be performed by warping the frequency axis, to adjust the location and bandwidth of the formants, and applying amplitude scaling, to adjust the energy in each frequency bands (Erro and Moreno, 2007b; Erro et al., 2010b; Godoy et al., 2012); this approach is more physically interpretable than an unconstrained mapping. Although these approaches can be implemented as constrained linear transformations (for certain features, such as cepstral features), we dedicate a separate chapter to them due to their slightly different motivation.

In a first attempt, Valbret et al. (1992b) proposed to warp the frequency axis based on pre-computed warping functions between source and target, using log-spectral features. The source speaker spectral tilt is subtracted before warping and the target speaker spectral tilt is added after warping. Some studies directly model and manipulate formant frequencies and bandwidths (Mizuno and Abe, 1995; Turajlic et al., 2003; Shuang et al., 2006; Godoy et al., 2010a) so that they match the target formants, as shown in Fig. 3. Maeda et al. (1999) proposed to cluster the acoustic space into different classes (similar to VQ) and perform a non-linear frequency warping on the STRAIGHT spectrum for each class. Later, Sündermann et al. (2003) studied various vocal tract length normalization (VTLN) approaches that were used in ASR to perform VC, including piecewise linear, power, quadratic, and bilinear VTLN functions. Erro et al. (2012) extended this VTLN approach to multiple classes and proposed an iterative algorithm to estimate the VTLN parameters. Přibílova and Přibil (2006) experimented with various linear and non-linear warping functions, with application to TTS adaptation. Erro and Moreno (2007b) proposed weighted frequency warping (WFW) to perform a piecewise linear frequency warping in each mixture components of a GMM, weighted by the posterior probability. It is worth noting that they used a pitch-asynchronous harmonic model (a high-quality vocoder) and performed phase manipulation to achieve high
quality speech. Toda et al. (2001) proposed to convert the source spectrum using a GMM and then warp the source spectrum to be similar to the converted spectrum with the aim of keeping the spectral details intact.

Other than the formant frequency locations, the average energy of the spectral bands is also an important factor in speaker individuality. Previously, this has been partly taken care of by subtracting source spectral tilt before frequency warping and adding the target spectral tilt. In an extension of WFW work, it was shown that in addition to frequency warping, an energy correction filter is required to increase the flexibility of the mapping function (Erro et al., 2010b). Tamura et al. (2011) proposed a simpler amplitude scaling by adding a shift value to the converted vector. In another extensive study, amplitude scaling in addition to frequency warping was proposed to add more degrees of freedom to the mapping (Godoy et al., 2011; Godoy et al., 2012).

Some frequency warping functions can be reformulated as a weighted linear mapping approach (Pitz and Ney, 2005). The linear mappings are usually constrained, so that the mapping is less prone to over-fitting. However, the constraints will limit the ability to mimic very different voices. Erro et al. (2013) studied this idea using bilinear warping function (similar to the VT LN approach) and constrained amplitude scaling, and extended it (Erro et al., 2015).

Numerous extensions of the FW approach have been proposed, such as in combination with GMMs (Erro et al., 2008; Zorillá et al., 2012; Mohammadi and Kain, 2013; Tian et al., 2015b), dictionary-based methods (Shuang et al., 2008; Uriz et al., 2009a; Tian et al., 2015a), and maximizing spectral correlation (Tian et al., 2014).

5.6. Adaptation techniques

In this section, we describe the techniques that are used when only limited or non-parallel training data are available. These approaches typically utilize the mappings or models learned from some pre-defined set of speakers to aid the training of the conversion mapping. Most of these approaches use mixture of linear mappings, however, the ideas could be generalized to other approaches such as neural networks.

Adaptation techniques perform mean adaptation on the means of GMM mixture components that are trained on the source speaker (Chen et al., 2003) to move the GMM means towards the target speaker’s probability distribution. Moucharis et al. (2006) proposed an adaptation technique for non-parallel VC, in which a JDCMM is trained on a pre-defined set of source and target speakers that have parallel recordings. For building the mapping function using non-parallel recordings, the means and covariances of the GMMs are adapted to the new source and target speakers. In a neural network-based approach, a semi-supervised learning approach is proposed in which first speakers that sound similar to the source and target speakers are used for training the network, and then the pre-trained neural network is further trained using the source and target speaker data (Mohammadi and Kain, 2015). In another study, an adaptive RBM approach was proposed in which it is assumed that features are produced from a model where phonological information and speaker-related information are defined explicitly. During conversion, the phonetic and speaker information are separated and the speaker information is replaced with that of the target’s (Nakashika et al., 2016).

Another scheme for voice conversion is to utilize the conversions built on multiple pre-stored speakers (different from the target speaker) to create the mapping function. A first attempt called speaker interpolation generates the target features using a weighted linear addition (interpolation) of multiple conversions towards multiple other pre-defined target speakers, by minimizing the difference between the target features and the converted features (Iwahashi and Sagisaka, 1994; 1995). The interpolation coefficients are estimated using only one word from the target speaker.

The eigenvoice VC (EVC) approach represents the joint probability density similar to the conventional GMM, except that the target means are defined as (Toda et al., 2006; Ohtani, 2010)

\[ \mu_{y} = G_{m}w + g_{m} \]  

where \( g_{m} \) is the bias vector and the matrix \( G_{m} = [g_{1m}, \ldots, g_{Jm}] \) consists of basis vectors \( g_{jm} \) for the \( m \)th mixture. The total number of basis vectors is \( J \) and the target speaker identity is controlled with the \( J \)-dimensional weight vector \( w = [w_{1}, \ldots, w_{J}]^{T} \). For a given target speaker, a weight is computed and assigned to each eigenvoice; the weight represents the eigenvoice’s contribution to generating features (Toda et al., 2006; Ohtani, 2010). In the traditional eigenvoice approach, weights are estimated during training and are fixed during conversion. For lowering the computational cost, a multistep approach has been proposed (Masuda and Shozakai, 2007). For further improving the robustness of this approach to the amount of adaptation data, a maximum-a-posteriori adaptation approach has also been proposed (Tani et al., 2008). The eigenvoice approach has also been extended to many-to-one VC, where the target speaker is always the same but the source speaker can be an arbitrary speaker with minimal adaptation data (Toda et al., 2007b). Finally, one-to-many eigenvoice VC based on a tensor representation of the space of all speakers has been proposed (Saito et al., 2011). Many-to-many conversion has also been proposed in which the goal is to perform a conversion using an arbitrary source speaker to an arbitrary target speaker with minimal parallel (Ohtani et al., 2009) and non-parallel data (Ohtani et al., 2010).

5.7. Other mappings

Various other mapping approaches have been proposed. The K-Histogram approach is a non-parametric approach which defines the mapping via the cumulative distribution function (CDF) of the source followed by an inverse CDF of the target (Uriz et al., 2009b)

\[ f_{K-Histogram}(x) = CDF_{y}^{-1}(CDF_{x}(x)) \]  

A Gaussian processes (GP) approach has also been proposed (Pilkington et al., 2011; Xu et al., 2014). GPs are kernel-based, non-parametric approaches that can be viewed as distribution over functions, which relieves the need to specify the parametric form beforehand. For example, it is possible to define how to describe the mean and covariance functions (Pilkington et al., 2011). Another non-parametric approach based on topological maps has been proposed which estimates the joint distribution of the spectral space of source and target speakers (Rinscheid, 1996; Uchino et al., 2007). The topological map is a type of a neural network where each node is topologically located on a 2D map in a grid-like fashion. In the training step, the value of these nodes are learned. For each node in the source speaker map, a corresponding node in the target speaker map is computed. This correspondence is used to map an incoming source vector to a target vector. This approach has some similarities to the VQ method.

6. Prosodic modeling

Most of the VC literature focuses on mapping spectral features, despite the fact that prosodic aspects (pitch, duration, spectral balance, energy) are also important for speaker identity (Helander and Nurminen, 2007b; Morley et al., 2012). For modeling duration, a global speaking rate adjustment is not sufficient since it has been observed that phoneme durations differ somewhat arbitrarily between source and target speakers (Arslan and Talkin, 1998).
Table 3
An overview of pitch mapping methods for VC.

<table>
<thead>
<tr>
<th>Method</th>
<th>Level</th>
<th>Pitch representation</th>
<th>Other info</th>
<th>Mapping function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean and variance matching (Chappell and Hansen, 1998)</td>
<td>Frame-level</td>
<td>$f_0$ contour</td>
<td>–</td>
<td>Linear</td>
</tr>
<tr>
<td>Predicting from spectrum (En-Najary et al., 2003)</td>
<td>Frame-level</td>
<td>$f_0$ contour</td>
<td>Spectrum</td>
<td>Weighted linear</td>
</tr>
<tr>
<td>Joint modeling with spectrum (En-Najary et al., 2004; Hanzlíček and Matoušek, 2007; Xie et al., 2014b)</td>
<td>Frame-level</td>
<td>$f_0$ contour</td>
<td>Spectrum</td>
<td>Weighted linear</td>
</tr>
<tr>
<td>Histogram equalization (Wu et al., 2010)</td>
<td>Frame-level</td>
<td>$f_0$ contour</td>
<td>–</td>
<td>Histogram equalization</td>
</tr>
<tr>
<td>MSD-HMM (Yutani et al., 2009)</td>
<td>Frame-level</td>
<td>$f_0$ contour</td>
<td>Spectrum</td>
<td>Weighted linear</td>
</tr>
<tr>
<td>LSTM (Chen et al., 2016; Ming et al., 2016)</td>
<td>Frame-level</td>
<td>$f_0$ contour</td>
<td>Spectrum</td>
<td>LSTM</td>
</tr>
<tr>
<td>Syllable-based codebook (Rao et al., 2007)</td>
<td>Syllable-level</td>
<td>$f_0$ contour</td>
<td>Syllable boundary</td>
<td>Codebook mapping</td>
</tr>
<tr>
<td>Syllable-based MLLR (Loiibe et al., 2008)</td>
<td>Syllable-level</td>
<td>$f_0$ contour</td>
<td>Syllable boundary</td>
<td>MLLR adaptation</td>
</tr>
<tr>
<td>Syllable-based CART (Helander and Nurminnen, 2007a)</td>
<td>Syllable-level</td>
<td>$f_0$ contour</td>
<td>Syllable boundary</td>
<td>CART</td>
</tr>
<tr>
<td>Syllable-based weighted linear (Veaux and Rode, 2011)</td>
<td>Syllable-level</td>
<td>$f_0$ contour</td>
<td>Syllable boundary</td>
<td>Weighted linear</td>
</tr>
<tr>
<td>Hierarchical modeling of F0 (Sanchez et al., 2014)</td>
<td>Utterance-level</td>
<td>Wavelet transform</td>
<td>–</td>
<td>KFLS (Helander et al., 2012)</td>
</tr>
<tr>
<td>Contour codebook + DTW (Chappell and Hansen, 1998; Inanoglu, 2003)</td>
<td>Utterance-level</td>
<td>$f_0$ contour</td>
<td>–</td>
<td>Codebook mapping</td>
</tr>
<tr>
<td>Weighting contours (Turk and Arslan, 2003; Inanoglu, 2003)</td>
<td>Utterance-level</td>
<td>$f_0$ contour</td>
<td>–</td>
<td>Weighting codebooks</td>
</tr>
<tr>
<td>SHLF parametrization (Gillett and King, 2003)</td>
<td>Utterance-level</td>
<td>Patterson (Patterson, 2000)</td>
<td>–</td>
<td>Piecewise linear</td>
</tr>
<tr>
<td>OSV parametrization (Ceyssens et al., 2002)</td>
<td>Utterance-level</td>
<td>Offset, slope and variance</td>
<td>–</td>
<td>Linear</td>
</tr>
</tbody>
</table>

Modeling duration using decision trees (Pozo, 2008) and duration-embedded HMMs has been studied (Wu et al., 2006).

The most common method to transform pitch is to globally match the average and standard deviation of the pitch contour. Pitch can be converted by mapping the log-scaled $F_0$ using a linear transformation

$$P_0^\gamma = \frac{\sigma^\gamma}{\sigma^x} (F_0^\gamma - \mu^\gamma) + \mu^\gamma \quad (18)$$

where $\mu$ and $\sigma$ represent mean and standard deviation of the log-scaled $F_0$ (Chappell and Hansen, 1998). Several studies have looked into modeling $F_0$ and spectral features jointly (En-Najary et al., 2004; Hanzlíček and Matoušek, 2007; Xie et al., 2014b); this has shown improvements for both spectral and $F_0$ conversions. Conversely, predicting pitch values from the target speaker spectrum using a GMM has also been studied (En-Najary et al., 2003).

When we use simple linear mapping techniques, such as globally changing the speaking rate or adjusting the pitch mean and variance, the supra-segmental information is not modified effectively. Prosody modeling is a complex problem that depends on linguistic and semantic information. As an example, the emphasis that speakers put on certain speech units (such as words) does not necessarily have a similar pattern for other speakers depending on the context and high level information. In VC tasks, this high level information is typically not available. ASR can be used to automatically compute textual information, but the error that it is likely to introduce may become a detrimental factor for prosodic mapping performance. Pitch modeling for VC has been studied on different acoustic/linguistic levels: frame-level, syllable-level, and utterance-level. Moreover, various pitch representations have been used, such as $F_0$ contour, the discrete cosine transform (DCT) of the $F_0$ contour, the Wavelet transformation of the $F_0$ contour, and other compact parameterizations of the $F_0$ contour. In order to model the dynamics of the pitch contour in frame-level representations, mapping $F_0$ using multi-space probability distribution (MSD) HMMs (Yutani et al., 2009) and LSTM networks (Chen et al., 2016) have been proposed. Syllable-level representations model the pitch movements at the syllable level, which is a more meaningful representation for modeling pitch events. The most prominent pitch conversion approaches for VC are presented in Table 3. Wu et al. (2010) studied some of these approaches in more detail.

### 7. Performance evaluation

When evaluating the performance of VC systems several aspects can be evaluated:

- **Speaker similarity**: Answers the question of “How similar is the converted speech to the target?”. This is also known as conversion accuracy or speaker individuality.
- **Speech quality**: Describes the quality of the generated speech with respect to naturalness and audible artifacts.
- **Speech intelligibility**: Assesses the intelligibility of the generated speech. This is a lesser-studied aspect in the VC literature.

In experimental voice conversion evaluations, a distinction is often made between intra-gender conversion (female-to-female or male-to-male) and inter-gender conversion (female-to-male or male-to-female).

A standard corpus for VC evaluation does not exist. Several databases have been used for VC including TIMIT (Garofolo et al., 1993), VOICES (Kain, 2001), CMU-Arctic (Kominek and Black, 2004), MOCHA (Wrench, 1999), and the MSRA mandarin corpus (Zhang et al., 2005). Very recently, the VC Challenge (VCC) 2016 prepared a standard dataset for a VC task, which has the potential to become the standard for VC studies (Toda et al., 2016). The VCVtools available in the Festival toolkit (Anumanchipalli et al., 2011) can be used for implementing baseline VC techniques such as GMM and MLPG/GV processing.

It has been shown that the performance of the system depends on the selection of source speaker. Turk and Arslan (2005) has studied the problem of automatic source speaker (“donor”) selection from a set of available speakers that will result in the best quality output for a specific target speakers voice. This problem is also studied by proposing a selection measure (Hashimoto and Higuchi, 1995, 1996).

In the following subsections, we study the objective and subjective measures used for evaluating VC performance.

### 7.1. Objective evaluation

For evaluating VC performance objectively, a parallel-sentence corpus is required. First, the conversion and the associated target utterances have to be time-aligned. The difference between the converted speech and target can then be calculated using various general spectral difference measures. An example is the log-spectral distortion (in dB), which can be computed on unwarped, or warped (using the mel or Bark scale) spectra (Stylianou et al., 1998). The most prominent measure used in the VC literature is the mel-cepstrum distance (mel-CD), also measured in dB

$$\text{mel-CD}(\mathbf{y}, \mathbf{\hat{y}}) = (10/\ln 10)\sqrt{2/(\mathbf{y} - \mathbf{\hat{y}})^T(\mathbf{y} - \mathbf{\hat{y}})} \quad (19)$$
where \( y \) and \( \hat{y} \) are target and converted MCEP feature vectors, respectively.

The mel-CD is suitable for evaluating preliminary experiments, defining training criterions, and validation purposes, but not for evaluating the final system regarding quality due to the low correlation with human perception (Sündermann, 2005). Other objective speech quality assessment techniques exist (Rix et al., 2001). These measures aim to have higher correlation with human judgment. Recently, an automatic voice conversion evaluation strategy was proposed, wherein both speech quality and speaker similarity were automatically computed (Huang et al., 2016). The speaker similarity score was computed using a speaker verification method. These scores were shown to have higher correlation with subjective scores. However, optimizing mapping functions based on these criterions is more difficult, due to their the complex mathematical formulation.

7.2. Subjective evaluation

Unfortunately, objective evaluations do not necessarily correspond to human judgments. Thus, in most studies, subjective evaluations are performed; during such evaluations human listeners assess the performance of the VC system. The listeners should ideally perform their task in ideal listening environments; however, statistical requirements often necessitate a large number of listeners. Therefore, listeners are often hired that perform the task through a crowd-sourcing website such as Amazon Mechanical Turk (AMT).

The mean opinion score (MOS) test is an evaluation using 5-scale grading. Both the speech quality and similarity to the target voice can be evaluated. The grades are as follows: 5 = excellent, 4 = good, 3 = fair, 2 = poor, 1 = bad. The project TC-STAR proposes a standard perceptual MOS test as a measure of both quality and similarity (Sündermann et al., 2006b).

The comparative MOS (CMOS) can also be used to directly compare the speech quality of two VC techniques. The listener is asked to choose the better sounding utterance. The measure is computed as the percentage where each techniques is selected over the other. The grading can also be 5-scale as follows: 5 = definitely better, 4 = better, 3 = same, 2 = worse, 1 = definitely worse. This would give a good indication of any improvements. However, the absolute quality score is not calculated, making it difficult to judge the closeness to ideal quality (natural speech).

The ABX test is often used in comparing similarity between converted and target utterances. In this test, the listeners hears a pair of utterances A and B, followed by hearing a given utterance X, and have to decide is whether X is closer to A or B. The A and B utterances are uttered by source and target speakers but the ordering that the listener hears them is randomized. The measure is computed as the percentage of correct assignment of X to the target speaker. The main problem with interpreting ABX scores is that the subjects do not have the option to answer that the sentence X is not similar to neither A nor B (Machado and Queiroz, 2010). For example, given A = “mosquito”, B = “zebra”, X = “horse”, subjects may be forced to equate B with X; however, B is still very dissimilar from X.

The ABX test can compare two VC techniques directly by setting X, A, and B to the target utterance, first VC, and second VC. This measure is computed for each VC technique as the percentage of the utterances for which that technique has been chosen as closer to the target utterance. The MOS and ABX scores of various VC techniques have been published (Machado and Queiroz, 2010).

Another technique for testing similarity is to do use the CMOS for same-different testing (Kain, 2001). In this test, listeners hear two stimuli A and B with different content, and were then asked to indicate wether they thought that A and B were spoken by the same, or by two different speakers, using a five-point scale comprised of +2 (definitely same), +1 (probably same), 0 (unsure), - 1 (probably different), and - 2 (definitely different). One stimulus is the converted sample and the other is a reference speaker. Half of all stimuli pairs are created with the reference speaker identical to the target speaker of the conversion (the “same” condition); the other half were created with the reference speaker being of the same gender, but not identical to the target speaker of the conversion (the “different” condition). There has to be careful consideration in picking the proper speaker for the different condition.

Finally, the Multiple Stimuli with Hidden Reference and Anchor (MUSHRA) test has been proposed to evaluate the speech quality of multiple stimuli. In this test, the subject is presented with a reference stimulus and multiple choices of test audio (stimuli), which they can listen to as many time as they want. The subjects are asked to score the stimuli according to a 5-scale score. This test is especially useful if one wants to test multiple system outputs in regards to speech quality.

As with all subjective testing, there is a lot of variability in the responses and it is highly recommended to perform proper significant testing on any subjective scores to show the reliability of improvements over baseline approaches. For crowd-sourcing experiments, it is best to incorporate certain sanity checks to exclude listeners that are performing below a minimum performance threshold, or inconsistently. A possible implementation of these recommendations is to include obviously good/bad stimuli in the experiment, and to duplicate a small percentage of trials.

An extensive subjective evaluation was performed during the 2016 VCC, with multiple submitted systems (Wester et al., 2016a). It was concluded that “there is still a lot of work to be done in voice conversion, it is not a solved problem. Achieving both high levels of naturalness and a high degree of similarity to a target speaker within one VC system remains a formidable task” (Wester et al., 2016a). The average quality MOS score was about 3.2 for top submissions. The similarity average score was around 70% correctly identified as target for top submissions. Due to the high number of entries, techniques to compare and visualize the high number of stimuli, such as multidimensional scaling, were utilized (Wester et al., 2016a, b).

8. Applications

VT and VC techniques can be applied to solve a variety of applications. We list some of these applications in this section:

**Transforming speaker identity:** The typical application of VT is to transform speaker identity from one source speaker to a target speaker, which is referred to as VC (Childers et al., 1985). For example, a high-quality VC system could be used by dubbing actors to assume the original actor’s voice characteristics. VT methods can also be applied for singing voice conversion (Turk et al., 2009; Villavicencio and Bonada, 2010; Doi et al., 2012; Kobayashi et al., 2013).

**Transforming speaking type:** VT can be applied to transform the speaking type of a speaker. The goal is to retain the speaker identity but to transform emotion (Hsia et al., 2005; 2007; Tesser et al., 2010; Li et al., 2012), speaking style (Mohammadi et al., 2012; Godoy et al., 2013), speaker accent (Aryal et al., 2013), and speaker character (Pongkittiphan, 2012). Prosodic aspects are considered a more prominent factor in perceiving emotion and accent, thus some studies focus on prosodic aspects (Kawanami et al., 2003; Tao et al., 2006; Kang et al., 2006; Inanoglu and Young, 2007; Barra et al., 2007; Hsia et al., 2007; Li et al., 2012; Wang et al., 2012; Wang and Yu, 2014).
Personalizing TTS systems: A major application of VC is to personalize a TTS system to new speakers, using limited amounts of training data from the desired speaker (typically the end-user if the TTS is used as an augmentative and alternative communications device) (Kain and Macon, 1998b; Duxans, 2006). Another option is to create a TTS system with new emotions (Kawanami et al., 2003; Türk and Schroder, 2008; Inanoglu and Young, 2009; Turk and Schroder, 2010; Latorre et al., 2014).

Speech-to-speech translation: The goal of these systems is to translate speech spoken in one language to another language, while preserving speaker identity (Wahlster, 2000; Bonafonte et al., 2006). These systems are usually a combination of ASR, followed by machine translation. Then, the translated sentence is synthesized using a TTS system in the destination language, followed by a cross-language VC system (Duxans et al., 2006; Sündermann et al., 2006b; Nurminen et al., 2006; Sündermann et al., 2006a).

Biometric voice authentication systems: VC presents a threat to speaker verification systems (Pellom and Hansen, 1999). Some studies have reported on the relation between the two systems and the vulnerabilities that VC poses for speaker verification, along with some solutions (Alegre et al., 2013; Wu et al., 2013b; Correia, 2014; Wu and Li, 2014).

Speaking- and hearing-aid devices: VT systems can potentially be used to help people with speech disorders by synthesizing more intelligible or more typical speech (Kain et al., 2007; Hironori et al., 2010; Toda et al., 2012b; Yamagishi et al., 2012; Aihara et al., 2013; Tanaka et al., 2013; Toda et al., 2014; Kain and Van Santen, 2009). VT is also applied in speaking-aid devices that use electrolarynx devices (Bi and Qi, 1997; Nakamura et al., 2006; Kain et al., 2012). Similar approaches can be used to increase the intelligibility of speech especially in noisy environments with application to increasing the performance of future hearing-aid devices (Mohammadi et al., 2012; Koutsogiannaki and Stylianou, 2014; Godoy et al., 2014). Other applications are devices that convert murmur to speech (Toda and Shikano, 2005; Nakagiri et al., 2006; Toda et al., 2012b), or whisper to speech (Morr is and Clements, 2002; Tran et al., 2010).

Telecommunications: VT approaches have been used to reconstruct wide-band speech from its narrowband version (Park and Kim, 2000). This can enhance speech quality without modifying existing communication networks. Spectral conversion approaches have also been successfully used for speech enhancement (Mouchtaris et al., 2004b).

9. Challenges

Many unsolved problems exist in the area of VC. Some of them have been identified in previous studies (Childers et al., 1985; Kuwabara and Sagisak, 1995; Sündermann, 2005; Stylianou, 2009; Machado and Queiroz, 2010). As concluded in the VC Challenge 2016, there is still a significant performance gap between the current state-of-the-art performance levels and the human user expectations (Toda et al., 2016). There are a lot of similarities between components of VC and statistical TTS systems, since both aim to generate speech features and synthesizing waveforms (Ling et al., 2015). Consequently, some of the challenges and issues are shared in both systems.

Analysis/Synthesis issues: One major VC component that limits the quality of the generated speech is the analysis/synthesis part. STRAIGHT is a high-quality vocoder, but compared to natural speech, there is a still a quality gap (Kawahara et al., 2008). Recently, new high-quality vocoders were proposed, such as AHOCODER (Erro et al., 2011) and VOCAINE (Agiomymgiannakis, 2015), both of which have shown improvements in statistical TTS. Recently, several first attempts for direct waveform modeling using neural networks for statistical parametric TTS were proposed (Tokuda and Zen, 2015; Kobayashi et al., 2015; Fan et al., 2015). These efforts may be a first step towards a new scheme for speech modeling/modification; however, the situation in VC is different since we have access to a valid source speaker utterance, which potentially allows copying certain aspects of speech without modifications.

Feature interpolation issues: To represent spectral envelopes, various features are used, such as spectral magnitude, all-pole representations (LSFs, LPCs), and cepstral features. One major issue with these features is that interpolating two spectral representations may not result in spectral representations that are generated by the human vocal tract. For example, when using cepstra, if we interpolate two different vowel regions, the outcome would sound as if the two sections are overlapping, and not as a single sound that lies perceptually between the two initial vowels. This limitation is one of the reasons for over-smoothing when multiple frames are averaged together. A spectral representation that represents meaningful features are formants locations and bandwidth. The two major problems of this representation is that formant extraction is still an unsolved problem, especially in noisy environments, and the inability of formants alone to represent finer spectral details.

One-to-many issues: The one-to-many problem in VC happens when two very similar speech segments of the source speaker have corresponding speech segments in the target speaker that are not similar to each other. As a result, the mapping function usually over-smoothes the generated features in order to be similar to both target speech segments. Some studies have attempted to solve this problem (Mouchtaris et al., 2007; Helander et al., 2008b).

Over-smoothing issues: In most VC approaches, the feature mapping is a result of averaging many parameters which results in over-smoothed features. This phenomenon is a symptom of the feature interpolation issue and one-to-many issue. This effect reduces both speech quality and speaker similarity. A lot of approaches such as GV have been proposed to increase the variability of the spectrum. Approaches like dictionary mapping and unit-selection don’t suffer as much since they retain raw parameters and the feature manipulation is minimal; however, they typically require a larger training corpus and might suffer from discontinuous features and resulting audible discontinuities in the speech waveform.

Prosodic mapping issues: For converting prosodic aspects of speech, various methods have been proposed. However, most of them simply adjust some global statistics, such as average and standard deviation. The conversion is usually performed in the frame-level domain. As mentioned in the previous sections, these naive modifications can not effectively convert supra-segmental features. There are some challenges to modeling prosody for parametric VC. The main challenge is the absence of certain high-level features during conversion, which hugely affect human prosody. These features might be linguistic features (such as information about phonemes and syllables), or more abstract features (such as sarcasm and emotion). For TTS systems, textual information is available during conversion, which facilitates predicting prosodic features from more prosodically relevant representations such as syllable-level or word-level information. Es-
pecially foot-level information modelling might be helpful for conversion (Langarani and van Santen, 2015). These types of data, extracted from the input text, are not available to a stand-alone VC system, but could be extracted using ASR systems with some degree of error. The main challenge is to transform pitch contours by considering more context than one frame at a time, i.e., segmentally.

10. Future directions

In the previous section, we presented several challenges that current VC technology faces. In this section, we list some future research directions.

Non-Parallel VC: Most of the studies in the literature use parallel corpora. However, to make VC systems more mainstream, building transformation systems from non-parallel corpora is essential. The reason is that average users are hesitant to record numerous speech prompts with specific contents, which might be laborious for some. Several attempts for doing non-parallel VC is reported (Erro et al., 2010a; Nakashika et al., 2016).

Text-dependent VC: VC systems that utilize phonetic information are another research area. One example is to use phoneme identity before clustering the acoustic space (Kumar and Verma, 2003; Verma and Kumar, 2005). Using phonetic information to identify classes using a CART model instead of spectral information has also been proposed (Duxans et al., 2004). These systems could use the output of ASR to help the effectiveness of VC. These systems would likely use a combination of techniques from ASR, VC, and parametric TTS.

Database size: An important research direction is capturing the voice using very limited recordings. Some studies propose methods for dealing with limited amounts of data (Hashimoto and Higuchi, 1996; Uto et al., 2006; Mesbah et al., 2007b; Helander et al., 2008a; Popa et al., 2009; Tamura et al., 2011; Saito et al., 2012; Xu et al., 2014; Ghorbandoo et al., 2015). Utilizing additional unsupervised data have been proposed; for example, techniques that separate phonetic content and speaker identity are an elegant approach (Popa et al., 2009; Saito et al., 2012; Nakashika et al., 2016).

Modeling dynamics: Typically, most VC systems focus on performing transformations frame-by-frame. One approach to this consists of adding dynamic information to the mapping features. Event-based approaches seem to be a good representation since they decompose a sequence into events and transitions, and these can be individually modeled. However, detection of event locations is a challenging task and requires more research. Additionally, some models such as HMMs and RNNs implicitly model the speech dynamics from a sequence of local features. Typically, these models have higher number of parameters compared to frame-by-frame models. These sequence mapping approaches seem to be a major future direction.

Prosody modeling: Developing more complex prosody models that can capture speaker’s intonation and segmental duration in an effective way is an important research direction. Most of the literature performs simple linear transformations of the pitch contour (typically in log domain) (Wu et al., 2010) and the speaking rate. Developing more sophisticated prosody models would enable the capture of complex prosodic patterns and thus enable more effective transformations.

Many-to-one conversion: In practice, most VC systems can only convert speech from the source speaker that they have been trained on. A more practical approach is to have a system that converts speech from anybody to the target speaker. Several attempts to accomplish this have been studied (Toda et al., 2007b).

Articulatory features: Most of the current literature studies the VC problem from a perceptual standpoint. However, it may be worthwhile to approach the problem from a speech production point of view. Several attempts to model and synthesize articulatory properties of the human vocal tract have been proposed (Toda et al., 2004; 2008). These approaches have some limitations, such as being speaker-dependent, or requiring hard-to-collect data such as MRI 3D images, electromagnetic articulography, and X-rays. Overcoming these limitations would open up an important set of tools for articulatory conversion and synthesis.

Perceptual optimization: The optimizations that are performed in statistical methods during learning source-target feature mapping function typically optimize criteria that are not highly correlated with human perception. An attempt at performing perceptual error optimization for DNN-based TTS has been proposed (Valentini-Botinhao et al., 2015); similar approaches could be adopted to VC.

Real-world situations: Most of the corpora used in the literature are recorded in clean conditions. In real-world situations, speech is often encountered in noisy environments. Attempts to perform VC on these noisy data would result in even more distorted synthesized speech. Creating corpora for these situations and developing noise-robust systems are an essential step to allowing VC systems to become mainstream.
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